
	

What is LAWA ? 
LAWA: Longitudinal Analytics of 
Web Archive data is a three-year 
European project funded by the 
European Commission through the 
Seventh Research Framework 
P r o g r a m u n d e r t h e t h e m e 
[ICT-2009.1.6] Future Internet 
e x p e r i m e n t a l f a c i l i t y a n d 
experimentally-driven research 

Project Overview
To support innovative Future Internet 
appl icat ions, we need a deep 
understanding  of Internet content 
characteristics (size, distribution, form, 

structure, evolution, dynamic). The 
LAWA project will build an Internet-
based experimental testbed for large-
scale data analytics. Its focus is on 
developing a sustainable infra-
structure, scalable methods, and 
easily usable software tools for 
aggregating, querying, and analyzing 
heterogeneous data at Internet scale. 
Particular emphasis will be given to 
longitudinal data analysis along  the 
time dimension for Web data that has 
been crawled over extended time 
periods.
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News1:  Resume of the 

1st LAWA User Workshop 
held on November 30, 
2 0 1 0 a t C N A M 
(Conservatoire  des Arts 
et MŽtiers) Paris, France

News2: LAWA helps 

staging the 1 st Temporal 
Web Analytics Workshop 
on this emerging topic at 
WWW2011

LAWA PARTNERS:  

COORDINATOR : 
Max-Planck-Gesellschaft zur 
Fšrderung der Wissenschaften 
e.V. (MPG) - Germany

The Hebrew University of 
Jerusalem (HUJI) - Israel

Internet Memory Foundation (IMF)
Netherlands

Hungarian Academy of Sciences 
(MTA SZTAKI) - Hungary

HANZO  Archives Limited  
(Hanzo) - Great Britain

University of Patras (UP) 
Greece

Contact LAWA:     
lawa@mpi-inf.mpg.de
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NEWS#1
This first newsletter presents a large overview of the 
project. For each area, we have asked all the LAWA 
research partners to present their goals and to describe 
the first steps of their research. 

Research description 
LAWA will federate distributed FIRE 
facilities with the rich Web repository of 
the European Archive, to create a Virtual 
Web Observatory and use Web data 
analytics as a use case study to validate 
our design. The outcome of our work will 
enable Internet-scale analysis of data, 
and bring the content aspect of the 
Internet on the roadmap of Future 
Internet research. In four work packages 
we will extend the open-source Hadoop 
software by novel methods for wide-area 
data access, distributed storage and 
indexing, scalable data aggregation and 
data analysis along the time dimension, 
and automatic classiÞcation of Web 
contents.

Target Users and Benefits
LAWA adds value to the FIRE community 
by offering access to very large datasets, 
with advanced methods and open-
source tools for intelligent analysis. This 
enables research on the Future Internet 
with regard to the challenge of content 
explosion. A Virtual Web Observatory will 
be created,  to support data-intensive 
experimentation with Web content 
analytics. A demonstrator is planned 
which will allow citizens at large to 
interactively browse, search,  and explore 
born-digital content along  the time 
dimension.



	

Web Scale Data Provision

The main objective of this area is to ensure that Web data 
is provisioned for LAWA  at  Web scale and in an 
appropriate structure for further processing.  This 
includes, the improvement of the current EAÕs 
infrastructure to reach ÇWeb scaleÈ (billion of resources 
crawled per week) as well as the development of an on-
demand crawling  service by which research groups will 
be able to acquire focused data collections. The goal is 
also to address the issue of data storage optimization for 
stream processing and to ensure that data subsets can 
be referenced to or cited.

The main tasks addressed in this area are :

¥ Web-scale crawling  

¥ Research-driven crawling! service

¥ EfÞcient data storage 

¥ Data subset service

IMF is currently starting to implement the before 
mentioned issues and preparing to serve analytic 
requests. In order to comply with the requirements of the 
user community, a new crawler implementation, based on 
recent achievements in terms of task distribution and 
frontier management, is needed. The design of this new 
crawler is currently conducted 
at IMF  (cf. Figure1).!

An experimental phase to 
validate the novel crawling 
approaches! is envisaged to 
c o p e w i t h t h e L A W A 
challenges. The architecture 
has been speciÞed, based on 
state-of-the-art solutions for 
distribution (e.g., UbiCrawler) 
and efÞcient data structures 
for frontier management.  
SpeciÞcations have been  
Þnished in early 2011, in order 
to actively proceed with the 
implementation within year 
one of the LAWA project .

In parallel, a large-scale 
storage and indexing structure 
dedicated to archiving is being 
designed. This covers the 
transition from the current 
proprietary distributed storage 
t o a f u l l y d i s t r i b u t e d 
infrastructure supporting load 
balancing, replication, and failure management. The plan 
is to rely on!  a structure inspired by the BigTable seminal 
approach described by Google in 2006, which seems to 
be the most suitable for our needs. The approach 

includes a distributed Þle system on top of which a 
distributed database system is operated. We selected 
two candidates for evaluatio n, HBase and Hypertable. 
Large scale experiments including insertion rate, random 
access read and sequential read have been conducted to 
evaluate the properties of these systems and how they 
meet our expectations.  For these experiments, we used a 
small cluster of 7 Intel Atom based servers hosting 1.5TB 
of a sample data collection. We obtained promising 
results using HBase.

Current work focuses on experiments at a larger scale, 
along  with speciÞcation of meta-data that can be 
extracted from the collected resources at acquisition 
time.  A challenge is to ensure that the meta-data 
extraction process does not jeopardize the throughput of 
the whole crawling  infrastructure (ranging! from Web 
crawling to insertion in the repository, and including 
complex tasks related to the overall crawling process, 
such as frontier management, spam detection, etc.). The 
Þnal outcome of this second study will be  a schema of 
the ÒbaselineÓ datasets that will be offered to our partners 
for their analytic task. We plan to collaborate with the 
data analysis specialists of LAWA to reÞne and validate 
the set of meta-data that should be stored in this baseline 
in order to make the data analysis process both more 
accurate and more efÞcient.
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Figure1: Design of the new LAWA crawler
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Web analytics 
Big-data analytics for the Web of the Future - Web 2.0 
(communities, their behavior, etc.) and Web 3.0 (semantic 
annotations, linkeddata.org, etc.) - has been a hot topic for 
some time. However, the Web of the Past is an equally 
important topic for both academics and real-life 
applications. Academically, longitudinal data analytics is 
even more challenging and has not received due attention. 
The sheer size and content of such web archives lends 
itself to wide applicability for analysts in a great number of 
different domains.

These archives host a wealth of information, providing  a 
gold mine for sociological, political, business,  and media 
analysts. For example, one could track and analyze public 
statements made by representatives of companies such as 
Google, characterizing the evolution of patterns in their 
attitude towards energy efÞciency. 
Another example could be tracking,  over a long  time 
horizon, a politician's public appearances: which cities has 
she/he visited, which other politicians or business leaders 
has she/he met,  and so on. Analyses of this kind could 
also be carried out on large news archives, but this can be 
seen as variant of Web archive analytics; moreover, the 
Web (and especially the recent Web 2.0)  has a wider 
variety of coverage, potentially leading to the discovery of 
more interesting patterns and trends.

Web archives contain timestamped versions of Web sites 
over a long-term time horizon. This longitudinal dimension 
opens up great opportunities for analysts. For example, 
one could compare the notions of Òonline friendsÓ and 
Òsocial networks" as of today versus Þve or ten years back. 
Similar examples relevant for a business analyst or 
technology journalist could be about Òtablet PCÓ or Òonline 
musicÓ. This requires Þnding all Web pages from certain 
e ras tha t con ta in these and/or o ther re la ted 
phrases.Detecting named entities in Web pages and thus 
lifting the entire analytics to a semantic rather than 
keywords level is a grand challenge already for standard 

text mining. The difÞculties arise from name ambiguities, 
thus requiring a disambiguation mapping of mentions 
(noun phrases in the text that can denote one or more 
entities) onto entities. For example,  the mention ÒBill 
ClintonÓ can be the former US  president William Jefferson 
Clinton,  but Wikipedia alone knows Þve or so other William 
Clintons. If the text says only ÒClintonÓ, the number of 
choices increases, and phrases like Òthe US  presidentÓ or 
Òthe presidentÓ have a wide variety of potential 
denotations.  For established kinds of data cleaning and 
text mining, methods for entity resolution (aka. record 
linkage)  have made reasonable progress (e.g. by using 
statistical learning  for collective labeling), and could handle 
a good fraction of such cases. In the Web archive case, 
some additional aspects are assets while others pose 
major obstacles. The timestamp of an archived Web page 
can help to narrow down the disambiguation candidates 
for phrases like Òthe US presidentÓ. 

Similarly, the connection with previous and successive 
versions of the same page can help to identify changes at 
speciÞc timepoints, which may in turn be cues for entity 
resolution. Cases where the temporal dimension 
introduces new complexity are when names of entities 
have changed over time. Examples are people's name 
changes after getting married or divorced (or simply out of 
some mood),  or organizations that undergo restructuring in 
their identities.

In an initial experimental study we evaluated our approach 
on the New York Times Annotated Corpus, which contains 
more than 1.8 million articles published between 1987 and 
2007. Named entity  recognition has been implemented in 
Hadoop allowing parallel computation. As an example, we 
visualized the Þve most frequently visited locations of 
George W. Bush on a map, as shown in Figure 1. The size 
of each marker corresponds to the frequency he visited a 
place. Upcoming  research will investigate methods for 
scaling up the developed approach to efÞciently process 
entire Web archive data collections. 

Figure2: Visualization of George W. BushÕs most frequently visited locations extracted from NYT articles



	

Access and Analytics in a 
ÇVirtual Web ObservatoryÈ
When searching, browsing and analyzing linked entities, 
users may be naturally guided by a visual overview of the 
objects and their neighborhood.  Applications are found in 
several domains,  including friendship or scientiÞc citation 
networks.  We illustrated the problem in terms of 
visualization and navigation

Web visualization and navigation capabilities are 
demonstrated over Wikipedia. We 
give solutions to the information 
explosion problems caused by 
nodes with very large degrees 
as well as the small world 
property of the relationship 
graphs.  In this sense, our 
p r o b l e m r e s e m b l e s We b 
information retrieval where a 
single query may have millions 
of results.  In this analogy, our 
solution is based on deÞnitions 
and algorithms for quality and 
r e l e v a n c e o f n o d e s a n d 
subgraphs.  Our key results 
include algorithms for node 
relevance ranking in subgraph 
and neighborhood selection; 
measures for the quality of a 
small visualized subgraph; and 
a demonstrat ion over the 
Wikipedia hyperlinked content.  
We provide a demo visualization 
application, http://datamining.sztaki.hu/?q=en/Wimmut , 
where Wikipedia content can be retrieved and the 
neighborhood of nodes can be graphically explored.

Publication
Scalable Spatio-temporal Knowledge Harvesting 
The paper "Scalable Spatio-temporal Knowledge Harvesting" by Yafang Wang, Bin Yang, Spyros Zoupanos, Marc 
Spaniol and Gerhard Weikum has been accepted for the WWW 2011 poster trac.

Abstract: 
Knowledge harvesting  enables the automated construction of large knowledge bases. In this work, we made a Þrst 
attempt to harvest the spatio-temporal knowledge from news archives to construct the trajectories of individual entities 
for spatio-temporal entity tracking.
Our approach consists of an entity extraction and disambiguation module and a fact generation module which produce 
pertinent trajectory records from textual sources. The evaluation on the 20 yearsÕ New York Times corpus showed that 
our methods are effective and scalable.
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Distributed Access to 
Large Scale DataSets

Nowadays, building a multi-terrabyte storage array  is 
within everyone's financial reach, thus outstripping wide 
area networks and showing that co-locating the data and 
processing capacities in the same physical location is the 
way  to go. On the other hand, massively  parallel data 
processing facilities, such as MapReduce/Hadoop, and 
distributed NoSQL databases, such as BigTable/Hbase 
and Cassandra, feel more “at home” the larger the number 
of  processing units available.  Implementing these 
technologies in a large-scale widely  distributed setting with 
computing clusters spread throughout  the globe, 
interconnected via commodity  network links, is a 
formidable challenge in and of its own.

This  work package focuses on making large data sets 
accessible to researchers around the world. Our primary 
efforts will be to extend the Hadoop system so that data 
can be read and filtered at its home location and then 
distributed to processing nodes anywhere in the Internet. 
This  approach will require extensions to Hadoop for wide 
area operations as well as extensive use of  distributed 
indices to capture the location and contents of  the remote 
heterogeneous data stores. Furthermore, we will develop 
Hadoop monitoring components to expose networking 
issues such as high latencies, unpredictable bandwidth, 
and transport bottlenecks, to be harnessed by  Hadoop's 
scheduling algorithm to dynamically  improve allocation of 
MapReduce operations across appropriate data and 
computing resources. Last, we also plan to develop 
distributed index structures, to be integrated with Hadoop 
in order to enable standard MapReduce operations to 
efficiently  access data from remote sources, providing 
search capabilities as well  as locality  information for the 
target data. 

During these first months, along the first two axes, we 
have deployed and tested Hadoop operations when 
running over relatively  low bandwidth, high latency  Internet 
connections, in an attempt to pinpoint Hadoop's weak 
points  in such use cases. Along the third axis, we are 
examining the appropriateness and efficiency  tradeoffs of 
high-performance time-space index structures, such as 

segment and interval trees, and have some first algorithms 
in place to build and use them over Hadoop/HBase and 
Cassandra.

Publication
Longitudinal Analytics on Web Archive 
Data: It’s About Time!

The joint vision paper ÒLongitudinal Analytics on 
Web Archive Data: ItÕs About Time!Ó by the LAWA 
consortium has been accepted at CIDR 2011.

Abstract: 
Organizations like the Internet Archive have been 
capturing Web contents over decades, building up 
huge repositories of time-versioned pages. 
The timestamp annotations and the sheer volume 
of multi-modal content constitutes a gold mine for 
analysts  of all sorts, across different application 
areas, from political analysts and marketing 
agencies to academic researchers and product 
developers. 
In contrast to traditional data analytics on click 
logs, the focus is on longitudinal studies over very 
long horizons. This longitudinal aspect affects and 
concerns all data and metadata, from the content 
itself, to the indices and the statistical metadata 
maintained for it. Moreover,  advanced analysts 
prefer to deal with semantically rich entities like 
people, places, organizations, and ideally 
relationships such as company acquisitions, 
instead of, say, Web pages containing such 
references. For example, tracking and analyzing a 
politicianÕs public appearances over a decade is 
much harder than mining frequently used query 
words or frequently clicked URLs for the last 
month. The huge size of Web archives adds to the 
complexity of this daunting task. 
This paper discusses key challenges, that we 
intend to take up, which are posed by this kind of 
longitudinal analytics:  time-travel indexing  and 
querying, entity detection and track- ing along the 
time axis, algorithms for advanced analyses and 
knowledge discovery, and scalability  and platform 
issues.
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News 1
1st LAWA User Workshop was 
held on November 30, 2010 at 
CNAM (Conservatoire des 
Arts et MŽtiers) Paris, France

The workshop has been organized as 
an one-day workshop with researchers 
using  (or planning to use) the Web as a 
corpus for their studies. The workshop 
was free of charge and open to  public.  
By means of this workshop we wanted 
to present LAWA to a scientiÞc 
audience and discuss mutual interests 
in Web archive analytics. In addition, 
we wanted to establish links to related 
projects. 

Presentations were subdivided into two 
ÒcategoriesÓ: on-going  research in 
LAWA presented by members of the 
consortium and (general) interests in 
Web archive analytics by external 
participants. These presentations 
followed a discussion on methods on 
how to build a corpus in an iterative 
manner and questions of referencing 
and sampling,  with the challenge of 
having a large-scale archive of the 
Web, able to replicate the live Web.

News 2
Tempora l Web Analy t ics 
W o r k s h o p ( T W A W ) a t 
WWW2011

L A W A h e l p s s t a g i n g t h e 1 s t 
International Temporal Web Analytics 
Workshop on this emerging  topic at  
WWW2011 

We are very pleased to see that the 
temporal dimension of Web analysis  is 
getting momentum. An example? 
The Þrst Temporal Web Analytics 
Workshop(twitter #temporalweb) will be 
held in Conjunction with the World 
Wide Web Conference (WWW2011) in 
Hyderabad, India on March 28, 2011. 

More about TWAW : 
http://www.temporalweb.net /
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